19
20
21
22
23
24
25
26
27
28
29

33
34
35
36
37
38
39
40
41
42
43
44

46
47
48
49
50
51

52

A research publication recommendation web service using hexagonal

architecture and RAKE algorithm

INHYUP KIM, UvU, USA
NEIL HARRISON, uvU, UsA

A considerable number of research manuscripts are published every year detailing the new findings on various topics. Due to the
large number of publications, researchers spend a notable amount of time and effort in searching through various journals and
scientific database services to identify relevant publications. For lay persons interested in new information and topics, it may be
particularly more challenging to stay up-to-date on the latest findings. To reduce these issues, I propose a search-based web service
that recommends research publications to users to minimize the inconvenience of having to evaluate all possible relevant works. The
main goal of this project is to implement the microservices architecture and recommendation algorithms to provide better quality
research information to users.

In this paper, I describe to create a search-based recommendation web service using a hexagonal architecture that can increase
efficiency and scalability of the software. I also illustrate the content-based filtering using RAKE algorithm, one of the natural language
processing algorithms, to recommend research publications that are highly relevant to user’s search history and saved research paper
preference data. This service is deployed through AWS to provide users with an elastic service. It also uses DynamoDB, a NoSQL
database service provided by AWS, to dynamically store the information and data.

The results of this project show better search results than existing research search websites (IEEE, ACM and ArXiv) and provide
convenience to users that recommends research through a recommendation system. This project is meaningful because it utilizes the
software architecture, machine learning, big data, algorithm and network that I have learned in graduate studies. The applications

created for this project is a server and a client, with a total of 3500 lines of code.

Additional Key Words and Phrases: Hexagonal architecture, Recommendation Systems, Content-Based Filtering, NLP, RAKE

1 INTRODUCTION

In the past decade, the number of science and engineering journal articles and conference papers increased by 4% per
year, with over 2.6 million publications[31]. While research search engines, such as Google Scholar, have functions to
refine search preferences, researchers continue to spend a significant portion of their research time looking for the most
appropriate publications that to set a framework for their projects. There are several explanations for such difficulties in
conducting a literature review. For one, some search engines do not return satisfactory search results. Another reason
may be that the filtering function is restrictive or inconvenient to use. Even when a search engine has a feature to
save a user’s preferred topics, it is difficult to expect utilities beyond the saved preferences. The proposed search-based
service will provide search capabilities and improved user experience to replace these limitations of the search engines
currently in service.

The current project uses a hexagonal architecture, a type of microservices architecture, to design a research publication
search and recommendation service. Also, it uses RAKE algorithm to recommend more accurate search results and pub-
lications based on search keywords and each user’s saved research articles. The hexagonal architecture was introduced
by Alistair Cockburn and is also referred to as the ports and adapters architecture [8]. The hexagonal architecture,
unlike the traditional layered architecture, is designed to follow the principles of object-oriented programming by
separating the business logic from external technologies and following dependency inversions of each layer[8] [32]. The

hexagonal architecture consists of the domain and the layers. The domain is the heart of the application and responsible
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2 Inhyup Kim

for business logic, and the layers surround the domain to handle the facilitation and management of objects in the
domain model. Only ports and adapters are used to interact with the inside of the application[12]. This approach has
the advantage of implementing only ports and adapters without modification of the business logic, even if technical
details change.

Recommendation systems have become very common in recent years. They are already closely integrated into the
everyday life in video content providers (e.g., Netflix and YouTube), as well as through social media and web-based
recommendations on food, travel, shopping, and more. These recommendation systems provide convenience and
satisfaction to customers by recommending products that they would be interested in based on big data rather than
having to browse through all the options. Therefore, a recommendation system is applied to recommend research
articles that might be of an interest to users based on the user’s metadata (search history and saved data by a user) in
this project. Filtering is used to increase the accuracy of the recommendation system. A content-based filtering in this
project is a method that recommends other items that have similar content or have a special relationship to each other.
I propose to use the rapid automatic keyword extraction (RAKE) algorithm as a method of content-based filtering. The
RAKE algorithm is an unsupervised, domain-independent, and language-independent method for extracting keywords
on individual documents that measures the relative importance of words that are considered important in documents or
a specific sentence[27]. The algorithm calculates the importance of the user’s metadata (the users’ search keywords and
the title of the research paper saved by the user) and finds a combination of the most important words to recommend
the most relevant articles.

The program consists of a server and a client. The number of lines of code is 2,000 for the servers and 1,500 for the
clients. This service operates on AWS EC2, and the database uses DynamoDB. In this project, the research publication
external API used ArXiv API due to the ease of accessibility and availability.

The results of the project have established a recommendation system that is more effective than traditional search
services. I have developed a service that is easy to maintain and highly scalable using the hexagonal architecture.
This improves on accuracy of search results by analyzing key keywords and recommending papers that users may be
interested in through RAKE algorithm. The paper is organized in the following order: discussion of related work in
Section 2, description of the software architecture and implementation in more detail in Section 3, and discussion of the

project results in Section 4. Finally, the conclusion is presented in Section 5.

2 RELATED WORKS

The hexagonal architecture is described in detail in the books [32] [25]. The hexagonal architecture is a type of
microservices architecture. In [10] and [5], microservices are an alternative for developing complex and distributed
applications, solving scalability and making online services easier to maintain. Software architecture can be broadly
divided into monolithic and microservices architecture. Studies [11] and [3] compare monolithic and microservices
architectures and describe the pros and cons.

Monolithic architecture refers to a traditional architecture, in which all components of software are integrated into one
project [24]. All processes are tightly coupled and run as a single service. The advantage of monolithic is it is easy and
simple to develop and test for small projects. However, as the project grows, the code becomes cluttered and difficult
to modify because it is closely related to each other, and continuous integration and continuous deployment become
difficult.

Amazon, Netflix, LinkedIn, Spotify and other companies have evolved their applications towards a microservice

architecture [10][30]. Microservice architecture is an architectural pattern in which one large application is divided
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A research publication recommendation web service using hexagonal architecture and RAKE algorithm 3

into smaller units of service. Microservices architecture is becoming an alternative to traditional software development
paradigms for developing complex and distributed applications, such as building mobile applications[33] as well as
cloud platforms [13]. The advantage of microservices is that each service can be developed independently, and it is easy
to modify and maintain. It is also independently deployable and scalable, and its internal configuration is not affected by
external changes. However, the complexity of the system increases and a method of communication between services is
required. Also, because it can be vulnerable to security threats. The researches[14], [28] are being conducted on this.
The hexagonal architecture was first introduced by Alistair Cockburn[8], and these books[32], [25] point out the
limitations of the layered architecture and show how to use the hexagonal architecture. [2] and [32] show examples of
successful applications of the hexagonal architecture in Node]S and Java.

Recommendation systems have been successfully applied in several other areas, including news[6], movies[15], and
audio[29]. In [9], the authors consider content-based filtering, collaborative filtering, demographic filtering, Knowledge-
Based recommender system, and hybrid recommender system as a personalized recommendation system. Among them,
collaborative filtering and content-based filtering, which are used most successfully in the recommendation system,
were selected as candidates for this project.

Companies such as Amazon use collaborative filtering[19], a recommendation system that automatically predicts users’
interests according to taste information obtained from many users. The fundamental assumption of the collaborative
filtering approach is that the past trends of users will remain the same in the future[22]. The system is not limited to
specific user information, but it uses information collected from many users to measure similarity and recommend
items. It has the advantage of being able to give appropriate recommendations to users even if metadata is not provided.
However, collaborative filtering is not suitable for use in this project because it makes recommendations based on the
evaluation of many users, thus compromising on the individualized preferences of a user.

One of the chronic problems of collaborative filtering is the cold start[23]. Collaborative filtering can be used only when
sufficient interaction metadata between users and items is provided. When a new product or a customer is added, it
may not be possible to make a recommendation because there is not relevant information.

Therefore, this project uses content-based filtering. This method compares the features between items and recommends
other items with similar features. In this approach, an item profile is created by extracting a user’s preferences then the
item profiles are compared using natural language processing to recommend the most similar items. Content-based
filtering is a better choice when a new application is built since it can be applied using only the data available at all
stages of the system. A common strategy used in content-based filtering is to rank the most important keywords using
TF-IDF[4]. However, the RAKE algorithm is implemented to rank keywords in this project. This study[27] proves that
RAKE is faster and efficient to extract the keywords. In [26], scientific article keywords extraction was conducted using
RAKE.

3 SOFTWARE ARCHITECTURE AND IMPLEMENTATION

In this section, I discuss in depth how to implement Research Advisor, a research paper recommendation web service
that I developed. This section is divided into two subsections, and the first subsection discusses the software architecture,

and the second subsection discusses the filtering algorithm, the RAKE algorithm.



157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187

188

190
191
192
193
194
195
196
197
198
199
200
201
202
203
204

206
207

208

4 Inhyup Kim

3.1 Architecture

The hexagonal architecture, also known as the port and adapter architecture, successfully separates the business logic

from the external components.

REST API External API
Adapter Adapter GIE.

\/ N Domain v \/
[ Pot | [ Pot |
\ ; ] y,
o \ Business / o
Logic \ -

Port

Database
Adpater

—
DB

Fig. 1. The hexagonal architecture used in the project

In Figure 1, the hexagonal shape represents the layers between components. Each component is independent and
communicates with other components in different layers only through ports and adapters. The domain inside the
hexagon is responsible for the recommendation system, which is a business logic of this application. The recommendation
system will be discussed in more detail in Section 3.2.

The port is a component that connects a domain and the outside of the domain. The interfaces are defined on the port
to interact multiple services. These interfaces invert dependencies so that higher-level components such as domain, do
not depend on lower-level components[25].

Each adapter provides its own services. The REST API adapter located on the left side of Figure 1 is an inbound
adapter that forwards user requests to the domain. In this project, the REST API adapter consists of user controller
and researchpaper controller. The user controller is responsible for creating and modifying the user data, and the
researchpaper controller delivers commands to request the research publications. The external API adapter and database
adapter, located on the right, are outbound adapters and are responsible for performing tasks requested by the domain.
The external API adapter connects the API calls requested by the domain to the API service. The database adapter only
works with databases. Database operations such as creation, deletion, and modification requested by the domain are

processed by calling the database through the database adapter.
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A research publication recommendation web service using hexagonal architecture and RAKE algorithm 5

The application of this project is deployed through Amazon EC2. I built EC2 for a server and a client and use t2.micro,
1GB ram, 6 CPU and 30GB hard disk. Amazon EC2 provides an elastic virtual cloud computing environment and an

elastic IP address to make it easily accessible from the web[21].

LD AWS Cloud
B a
88_. . D.I:D peman
Users Route 53 API| Gateway Lambda DynamoDB
handler
Primary Ports Secondary
adapters adapters

a D

Research APls

H

Users pass commands through APl Gateway.

Lambda handlers are used to asynchronously execute commands received from APl Gateway.

In the Domain, data called through multiple adapters is resolved using business logic.

[ I~

Data is passed to the application by calling external research APIs from the intemet

DynameDB is used to store user profiles and recommended articles.

Fig. 2. The architecture on AWS

The users’ requests that passed through the API Gateway are forwarded to the domain asynchronously from the
lambda handler. The domain executes the filtering algorithm that will be detailed in Section 3.2. The external API is
the ArXiv API to send a research article request call and return the result. ArXiv has more than 2.1 million scientific
and technical papers, which are constantly updated and easily accessible. Figure 2 shows that the database used AWS
DynamoDB to store user information. Amazon DynamoDB is a fast, flexible NoSQL database service for all applications
of any size that consistently requires less than 10 milliseconds of latency. In addition, it is a fully managed cloud
database that stores data in the form of key-value, which makes fast to read data and increased scalability. Amazon
DynamoDB features a flexible database schema. The data items in the table do not have to have the same number of
attributes. Because the project uses various properties such as string, datetime, list, and dictionary, any information

that is not easy to implement in RDBMS can be easily organized into a single table in the DynamoDB.

3.2 Recommendation system

The most important and the core feature of the application is the domain since the hexagonal architecture follows

a domain-driven design[16]. The domain refers to the problem area that the software wants to solve, and the core
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problem in this project is the research paper recommendation system. The domain of this application is illustrated in

the following figure.

Paper

Search AF

API Interface Recommendation
System

Paper
Save DB

Fig. 3. The domain in the hexagonal architecture

In Figure 3, the hexagon frame represents the domain and the squares represent the components. The arrows indicate
how the components interact. When a user interacts with the system through the interface, such as searching for or
saving a research paper, the data sent by the user is stored in the database. The recommendation system makes API
calls asynchronously by extracting the keywords through the natural language processing based on this stored data.
The system creates a list of recommended papers using the response of API calls.

Natural language processing (NLP) is a branch of artificial intelligence that uses machine learning to process and
interpret text and data[7]. The recommendation system of this project uses content-based filtering because it needs
to identify the properties of a research paper and recommend it to the users. Since the metadata of a research paper
consists of texts, selecting meaningful information among these texts is the key. Therefore, this application extracts
keywords from the research papers through NLP and utilizes these extracted keywords to recommend the most similar
research papers. Rapid automatic keyword extraction (RAKE) algorithm is used as the filtering algorithm. The algorithm
excludes words that are only grammatically significant and takes important words in the corpus. In the RAKE algorithm,
corpus is first filtered out with a stop word list such as ’a’, ’and’ and ’is’ or other words with minimal lexical meaning.
Stop words are generally considered uninformative or meaningless and are not included in various text analyses. For

example, if a user enters the phrase I like to eat an apple and a banana’, ’T’, ’like’, ’to’, ’an’, ’a’ and "and’ are removed
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because those are included in the list of stop words. It is based on the expectation that these stop words are used too

frequently and extensively to help users in analysis or search operations[27]. The words ’eat’, *apple’ and ’banana’ are

candidate keywords because they convey meaning. The candidate keyword group is then established using parameters

such as the minimum number of strings that can be considered as a word, the maximum number of words included in

the phrase, and how many times it appears in the entire document. The RAKE algorithm considers the co-occurrences

of these filtered candidate words to be considered important words and measures their scores in the following way.

®

@

®)

4)

Count the frequency of each word.

For example, freq(Apple) = 7 and freq(Banana) =5 in table 1. In this case, the word ’Apple’ has higher score
because ’Apple’ co-occurs in the document more than 'Banana’

When individual words are bound to a candidate group in the form of a phrase, the degree is calculated by
adding the frequency of each word to the number of times it is used with other words.

degree(Apple) =7+2+5+1=15

degree(Banana) =5+5+1+1=12

Calculate the ratio of (1) and (2). The ratio of a phrase is calculated by adding the value of the ratio of each
word included in the phrase. This ratio is very important to create a keyword list.

ratio(Apple) = 15/7 ~ 2.14

ratio(Banana) = 12/5 ~ 2.4

ratio(AppleBanana) = 159/35 ~ 4.54

In this scenario, the word combination ’Apple Banana’ has the highest score and is more likely to be a candidate
word.

One-third of the total number of individual words is regarded as the total number of keywords on the list. For

example, if there are 28 words in total, 28/3, and about 9 words correspond to meaningful keywords.

Apple Chicken Pants Banana Car Hat Pizza Bike Train

Apple 7 2 5 1
Chicken 5 2 4 2
Pants 2 6 5
Banana 5 5 1 1
Car 2 6 3 2
Hat 5 5
Pizza 4 1 4
Bike 1 2 3 5 2
Train 1 2 2 3

Table 1. Example of RAKE matrix
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The RAKE algorithm proves excellent performance in extracting the essential keywords, but there is a drawback to
applying it to this project. The RAKE algorithm performs better on long text than on short titles because keywords
must occur twice in the same order within the document. Because users usually do not enter an extensive list of search
words, almost all of the search words except for the stop words are recognized as keywords. Therefore, I propose to
use a combination of these keywords to further improve the performance of the recommendations. First, the system

finds the the case containing all n keywords. Then, it finds the combinations of words by decreasing r by 1 until » equals 1.

The binomial theorem states that

> ('r‘)xf = (1+x)" M

Putting x = 1 gives

509+

Z (") =2" -1 3)
r

This approach not only finds papers containing all the keywords, but also recommends related papers through the
keyword combinations. However, this creates a bottleneck problem that the number of API calls increases exponentially
as the number of keywords increases. Equation (3) describes how the number of API calls increase by 2" as the keyword
increases by n. When all cases of the combination are called by API, a total of 2" — 1 calls are made. Therefore, the
number of API calls and the amount of data called at a time should be restricted to solve this issue.

At first, the appropriate number of data should be set when requesting an API call. A large set of returned results can
cause a significant load on the server and require a long time to render. According to the ArXiv API manual[1], 30000
API calls take a little over 2 minutes or more. This means it returns approximately 250 data per second. Therefore, the
250 data are returned when making an API call.

According to [20], slow system response times lead to user dissatisfaction, which is seen in a study[17] that states that
users report increased level of intolerance around the 12-second response time. Theoretically, it was expected that one
API call takes one second, but the response time is within 12 seconds when 7 API calls are requested as shown in Fig 4.
A slight delay occurred as duplicate data were deleted among all the returned result data.

As shown in Figure 4, as the number of API calls increases, the returned result data increases. However, the API called
the later returned results using only one or two keyword combinations, not all keyword combinations, resulting in a
decrease in the relevance to the keyword entered by the user.

Based on these observations, the program uses 7 API calls to return at most 12 seconds response time. Therefore, the

program can consistently return over 1000 research paper data in a given time.
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The extracted keywords using the RAKE algorithm are asynchronously stored in the database in the form of a map.
When a user enters search words, the system increments the value corresponding a keyword to track the user’s keyword
history. Also, users can save the research papers. The paper saved by the user are considered to have higher priority
than the searched keywords. Therefore, the keywords extracted from the title of the research paper adds a weight of 7
to the search history.

The two message sequence diagrams below provide a more detailed explanation of how the logic works.

User Client Server DB AP

}----—--{

Search keywords

Send keywords
» Execute filtering
algorithm
L Store keywords
> Requst APl call using
U keywords
Response the results
Return the results < |
Dizplay the results

|

|

Fig. 6. The search message sequence diagram
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User Client Server DB API

| E——

Login

h J

Send login request

T

h J

Validate login info

h

Login success

Y

Request fo get saved
papers and keywords

h

Response the results

Execute filtering
[ algorithm

Response the resulis J

Y

Requst AFI call

Return the results B

A

Display the results

Fy

o

Fig. 7. The login message sequence diagram

4 PROJECT RESULTS

A sample of this project is available at http://ec2-44-240-38-221.us-west-2.compute.amazonaws.com/. I evaluate the

two aspects of this project: soft architecture and filtering algorithms.

4.1 Software Architecture

The hexagonal architecture, which compensates for the weaknesses of the existing layered architecture, shows great
advantages in program scalability and maintenance. Each component of the system is independent, which means a

change in one component does not affect the other. As such, the hexagonal architecture makes for a reliable service.

4.2 Filtering Algorithm

The RAKE algorithm showed the performance of selecting keywords within 4 milliseconds. It helps to improve the
search speed by effectively and quickly identifying keywords even in the corpus.

Normalized Discounted Cumulative Gain (NDCG) is used as an indicator to evaluate the performance of the recommen-
dation algorithm[18]. NDCG is an indicator that evaluates the performance by giving more weight to the order of the
recommendations and is especially useful in situations where a higher ranking list is significantly more important than
a lower ranking list. Cumulative Gain (CG) is the sum of relevance scores. The relevance score is a score that indicates
how much a user prefers each recommended item. This project focuses on the association between the keywords and

the research titles. Relevance score is set on three levels: completely relevant, somewhat relevant, and not relevant.
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n
CGp = Z relevance; 4)
i=1

Discounted Cumulative Gain (DCG) originates from CG. The lower the order of the recommended items, the larger
the denominator, so that the overall DCG is less affected. However, there is a limitation in that accurate performance

evaluation is difficult when the number of recommended items between domains is different.

relevance;
DCG,, =
" Z log, (i + 1) ®)

NDCG is the application of normalization to DCG to compensate for the limitations of DCG.

NDCG, = 255 ©)
IDCG
IDCG is the DCG value when the best recommendation is made. In conclusion, NDCG is an index indicating how accurate
the recommendation list of the current model is compared to the most ideal combination of the recommendations. By
normalizing the DCG value, NDCG has a value between 0 and 1.
The DCG scores were measured for the top 100 results of each information source, IEEE Xplore (IEEE), ACM Digital
Library (ACM), ArXiv (ArXiv) and this project application (ResearchAdvisor). The average NDCG scores were obtained

using 5 keywords for each information source. Table 2 shows the NDCG score of each information source.

Research search service NDCG Score

IEEE 0.75

ACM 0.67
ArXiv 0.58
Research Advisor 0.77

Table 2. NDCG score of research search service

In comparison to the traditional search engines, the results obtained from in this project application demonstrate higher
NDCG scores in favor of the Research Advisor. However, it is hard to argue that the scores in the table 2 is valid. First
of all, the number of sample data is too small to produce meaningful results. If the minimum sample size criterion is
not met, the information is insufficient to correctly judge results. It is possible to make errors that the result value
is changed by another variable or that it can judge the results are different even though data is same. It is important
to determine the appropriate sample size for the purpose of the study, because too large a sample size would be an
excessive waste of resources, and on the contrary, too small a sample size to produce significant results would be a
waste of effort. There is no clear sample size that is universally applicable in all situations, but this study did not proceed
with an appropriate sample size, so it is insufficient to prove the validity of the results. There is also a possibility that
the results of the experiment may have been distorted due to the biased selection of keywords. Therefore, it is necessary

to conduct research by selecting more keywords data fairly to obtain more reasonable and validity results.
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Despite the possibility of errors in these scores, the significance of the scores in the table 2 is that they outperformed
other search engines in certain areas. As an example, if the search words were entered into the ArXiv search engine to
find a paper called 'Network Data’, the user’s desired result is not displayed top of the list. When searching for "Network
Data’ on the Research Advisor, the desired result is displayed on the top.

There were a few challenges during the development of this project. A bottleneck during the data transference was ex-
pected. To prevent this, I attempted to download and preprocess the entire ArXiv database to reduce the network latency.
Contrary to my expectation, the data preprocessing was more expensive, time intensive, and resulted in loss of a notable
amount of important data. ArXiv provides the entire data as a Json file (https://www.kaggle.com/datasets/Cornell-
University/arxiv). In the process of serializing the Json file, the memory is overflowed, and to prevent this, the need
to delete the abstract of the research paper came to the fore. This was recognized to be a huge loss in conveying
information to users. Also, retrieval of information performed worse than API calls. There was a limitation because it
uses only title information to search. Moreover, a major modification of the algorithm was required in order to catch
more detailed information than when calling the APL

For these reasons, I looked for ways to make the API calls faster. To solve the bottleneck of API calls, I decided to
request an appropriate amount of data at a time and exclude any combination of keywords that can lead to results that
are too broad. With these changes, the result is returned within 1200 milliseconds at most. I also included a loading

image to indicate to the user that the system is processing.

5 CONCLUSION

Recommendation systems reduce the effort required for users to find research papers related to topics of interest. The
problems with current search engines serving this function are that the search results are not satisfactory, they are not
easy to use, and the stored data is not useful. As a way to solve this problem, I proposed a recommendation system
using a hexagonal architecture, implemented an application, and deployed it to Amazon EC2.

Hexagonal architecture is designed to remove the dependencies of the existing layered architecture and increase
scalability. The RAKE algorithm is the core filtering algorithm of this project for implementing the recommendation
system. It measures importance as a ratio of frequency to degree based on co-occurrence of keywords in the corpus.
However, there was a disadvantage that the sentence length was not long enough to use the RAKE algorithm. I solved
this problem through combinations of words. In addition, the algorithm is modified to limit the API calls to reduce the
latency so that the wait time is shortened after requesting a command.

This project can further develop are in the following areas: (1) filtering algorithm and (2) using multiple APIs. Since the
RAKE algorithm was published in 2010, many efficient filtering algorithms have been developed since then. I expect
to produce better results in short sentences using improved filtering algorithms. I also think it is possible to derive
improved search results by connecting more research APIs. Since the data provided by ArXiv is limited to science and
technology fields, it is difficult to find papers related to the humanities and sociology. If other APIs can be connected,
the program’s scalability can be improved and more services can be provided.

Although this project is less than the number of codes required, it can be considered a master’s project. The fact
that the length of the code is not long proves that the application is efficiently designed. In addition to implementing
the application, I conducted comparative studies with other services by objectively analyzing them using evaluation

indicators of recommendation systems such as NDCG. This recommendation service shows the higher NDCG score than
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existing services has been built. This verifies this application is effective and productive. In addition, this application is

practically usable since it is deployed on the web using AWS cloud services. I applied the software architecture, NoSQL,

machine learning, filtering algorithms, and cloud services I learned in graduate school to one project. Also, the issues

that I encountered while developing this application have been overcome by researching several papers.
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